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Models - YOLO

We utilize YOLO for unified object detection. YOLO detection Fi.gure 4. Frgm I.eft to right: the low resolutif)n images, the original
system first resizes the input image into a grid, and thresholds the high resolution images, the super resolved images by the SRGAN.

resulting detections by the models confidence. (Figure 2.)
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